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Abstract—Virtual humans (VHs) provide a powerful platform
for experimentally probing how nonverbal coordination shapes
emotional and relational processes. This paper outlines a planned
study with a twofold aim. First, it seeks to clarify how timing and
form of nonverbal coordination contribute to emotional coreg-
ulation and bonding in human interaction, leveraging VHs for
the precise orthogonal manipulation of these processes. Second,
it aims to inform the development of VHs with natural and
effective nonverbal responsiveness, supporting applied contexts
such as mental health interventions and VH companions. The
planned study has a 2 x 2 factorial design in which VH behavior
will be manipulated along two dimensions: movement timing
(synchrony) and movement form (mimicry). Participants will
engage in semi-structured, emotionally themed conversations
with an LLM-powered VH acting in a supportive coach role.
During the participant’s speaking phases, the VH’s nonverbal
responses will vary according to the experimental condition, while
verbal responses and baseline behaviors remain naturalistic.
Outcomes will be assessed at three levels: self-reported emotion
regulation and bonding outcomes, and behavioral indices of
coordination derived from video data.

Index Terms—Virtual humans, interpersonal coordination,
mimicry, synchrony, nonverbal behavior, emotional coregulation,
bonding.

I. INTRODUCTION

Virtual humans (distinct from avatars) are human-like Al-
driven agents that exhibit their own agency and behaviors.
They offer controlled settings for studying how nonverbal
dynamics affect social outcomes because researchers can pro-
gram movements with precise timing and spatial properties and
measure participant responses [1]. Emotional coregulation can
be defined as the interpersonal sharing and joint regulation of
affective states [2]. Along with the development of bonding
and rapport, it is thought to rely on subtle forms of nonverbal
coordination [3]-[6]. However, little is known about how spe-
cific parameters, for example, precise temporal coordination
(synchrony) versus matching form (mimicry), shape these
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processes. Beyond their experimental utility, virtual humans
also have applied contexts where emotional coregulation may
be beneficial, such as companions or mental health aids,
making it important to understand which forms of responsive
nonverbal behavior are most effective. The following section
reviews empirical work on nonverbal mimicry and synchrony
in virtual-human interactions and highlights the need to dis-
tinguish these constructs.

II. RELATED WORK
A. Mimicry in Virtual Human Interactions

Behavioral mimicry involves replicating another’s gestures,
postures, or expressions, typically after a short delay [3], [7].
Behavioral mimicry has been found to foster positive social
outcomes such as increased prosocial behavior, rapport and
social bonding [8]-[11]. While evidence in virtual human
interactions is more scarce, similar effects have been found.
For example, [12] found that mimicry strengthened rapport
and trust: for example, when an agent reproduced participants’
smiles during storytelling, participants felt more liking and
trust toward the agent. Another study had a virtual coach
mimic head and body movements with random 0.5-4 sec-
ond delays; both schizophrenia patients and controls reported
greater comfort and showed higher behavioral synchronization
with the mimicking agent than with a non-mimicking agent
[13]. These findings support the “social glue” hypothesis that
being mimicked fosters positive social outcomes [10]. How-
ever, results are mixed: some virtual agents elicited no increase
in rapport or trust when they mirrored users’ movements [1],
and other experiments found mimicry improved trust only
in certain game contexts but not others [14]. Null effects
may stem from differences in experimental tasks, participant
awareness, or cultural factors [1], and thus mimicry’s influ-
ence on emotional coregulation and bonding remains context-
dependent.



B. Synchrony in Virtual Human Interactions

Synchrony refers to aligning the timing of actions without
necessarily matching the specific movements; it often feels
like moving “in sync” with another [3], [7]. Synchrony is often
defined as simultaneous motor behavior [15], whereas mimicry
refers to copying behavior after a 3—5 second lag [16], [17].
Similarly to mimicry, synchrony is associated with positive in-
terpersonal outcomes, such as increased rapport and closeness
[15], [18]-[20]. Evidence on synchrony in virtual humans is
sparse. One immersive VR study representing participants as
virtual humans manipulated whether co-participant movements
were synchronous or not; participants reported greater social
closeness in the synchrony condition [21]. The authors em-
phasized that traditional synchrony experiments often rely on
explicit instructions or shared rhythms (e.g., dancing to music),
confounding synchrony with joint intention or mimicry [21].
Another VR “mirror game” study programmed a character
to loosely couple its movements to the user’s in a joint-
imitation task; participants rated the fluidity and influence of
the interaction higher when coupling was present and could
not distinguish a loosely coupled agent from a human partner
[22]. These studies suggest synchrony can enhance rapport
and perceived connectedness, yet they also highlight how
infrequent and varied synchrony manipulations are in virtual-
human research.

C. Challenges in Disentangling Mimicry and Synchrony

In human interactions, mimicry and synchrony are difficult
to separate because they naturally occur together. Virtual
human experiments enable the manipulation of form and
timing independently, but the two factors are still often not
clearly separable in previous studies. For instance, a VR
experiment that compares 1-3 second delays treat a shorter
delay as more synchronous, but the agent also replicates the
user’s movement form for all delay conditions [1]. Conversely,
mimicry manipulations sometimes involve immediate imita-
tion, blending form matching and temporal alignment [13].
Timing conventions are also inconsistent across the literature,
both for human-human and human-agent interactions. While
a delay of 3-5 seconds is often treated as the standard
for mimicry [16], [17], some studies allow shorter lags that
could reasonably fall into the domain of synchrony. Similarly,
synchrony is often operationalized as perfectly simultaneous
behavior [3], [7], but other studies allow several seconds of
lag, making it difficult to distinguish from delayed mimicry
[15]. As a result, it is unclear whether the psychological and
social effects that have been observed arise from matching the
exact movement, synchronizing timing, or both. For example,
emotional coregulation may hinge on subtle timing cues rather
than mirror-like copying, and bonding may be sensitive to
whether the agent follows the user’s motions or merely moves
in the same tempo. Existing evidence thus underscores the
need for experiments that orthogonally manipulate form and
timing to isolate their contributions to emotional coregulation
and bonding with virtual humans.

D. Research Goals

To address the challenges outlined above in disentangling
mimicry and synchrony, and the lack of empirical research
on how nonverbal coordination influences emotional coregu-
lation, this paper introduces the methods for a planned study.
The planned study tackles both gaps through a controlled
experimental design that manipulates mimicry and synchrony
in virtual-human interactions using a 2x2 factorial design.
By varying movement form and timing independently during
emotionally themed conversations with a supportive virtual
coach, we aim to disentangle their respective contributions
to emotional coregulation and bonding, which will be treated
as outcome variables. Our approach has a twofold purpose.
First, it leverages virtual humans to clarify how fundamental
mechanisms of nonverbal alignment shape human emotional
and social processes. Second, it works toward the develop-
ment of virtual humans with natural and effective nonverbal
responses, a prerequisite for applied contexts such as mental
health support and companion technologies. In doing so, we
provide a methodological approach that both advances basic
research on nonverbal coordination and supports its translation
into applied human—agent interaction.

III. METHODS

A. Farticipants

We will recruit eighty English-speaking university stu-
dents. The planned sample size is based on detecting
small-to—medium effects (Cohen’s d ~ .35; f = .175) with
an additional margin of twenty percent to accommodate exclu-
sions and model complexity. Individuals who report hearing
or visual impairments will be excluded. All participants will
provide informed consent prior to any study procedures, and
ethical approval will be obtained before recruitment begins.

B. Design and Overview

The study will adopt a within-subject 2 x 2 factorial design
that will manipulate the virtual human’s (VH) nonverbal be-
havior along two dimensions: Mimicry (present vs. absent) and
Synchrony (present vs. absent). Each participant will complete
four conversation blocks, corresponding to the four combina-
tions of the factors, with each block lasting approximately
five minutes. The order of conditions will be counterbalanced
across participants, and conversation topics will be rotated to
reduce content-specific effects (see Figure 1 for an overview).

C. Task and Virtual Human Behavior

Across the session, participants will engage in a 5-minute
conversation with a virtual human on emotional topics related
to the student population, such as procrastination and academic
stress, loneliness and difficulties connecting with others, feel-
ing down or emotionally fatigued, and uncertainty about future
study or career choices. The topic will be predefined as one
of these options (counterbalanced across conditions), and both
the virtual human and participant will be informed of the topic
at the start of the interaction. The virtual human will act as
a coach. Speaking and listening phases will alternate and will
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Fig. 1. Experiment Protocol and Timeline.
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concerns with an LLM-powered virtual human.
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Fig. 2. Illustration of Experiment Setup.

be signaled by a short auditory cue so that both the participant
and the VH can shift roles smoothly. During the VH’s speaking
phases, the agent will produce LLM-driven verbal responses
accompanied by naturalistic co-speech gestures, while baseline
realism behaviors (e.g., blinking, breathing, and subtle eye
movements) will remain active throughout the interaction to
maintain a realistic appearance. See Figure 2 for an illustration
of the experiment setup.

D. Nonverbal Manipulation

The experimental manipulation will be implemented specif-
ically during the VH’s listening phases (i.e., while the partic-
ipant is speaking). Two anatomical regions will be targeted
for movement control: head and body, so that the system can
selectively match or diverge from the participant’s movement
region. In the No Mimicry / No Synchrony condition, the VH
will exhibit random movements sampled from the frequency
and range distributions of pilot experiments. In the Mimicry /
No Synchrony condition, the VH will reproduce the detected
movement but after a delay of 3-5 seconds, thereby matching
form without temporal coordination. In the Synchrony / No
Mimicry condition, the VH will move synchronously with the
participant, initiating movements within zero to two seconds
of the detected movement, but will select a random gesture
from the opposing region to avoid copying the form of the
movement. Finally, in the Mimicry + Synchrony condition, the
VH will reproduce the detected movement within zero to two
seconds, aligning both form and timing. These settings will
preserve a consistent conversational baseline while isolating
the distinct contributions of the alignment in form and timing
of responsive nonverbal behavior.

E. System Architecture

The VH system will be built in Unreal Engine [23] with
MetaHuman [24] to generate a realistic human-like avatar,
in this case, a young adult female (see Figure 2). Audio
input will be captured and transcribed via speech-to-text,
enabling GPT-40 to generate verbal responses together with
gesture specifications. GPT-40 will be prompted to primarily
validate and summarize the user’s feelings in its responses,
with the aim of making the participant feel supported. These
responses will be converted to audio and viseme sequences



using Azure TTS [25], [26], allowing for accurate lip-syncing
and expressive speech delivery. Participant movements will be
detected through webcam-based posture and gesture recog-
nition using MediaPipe [27], informing the VH’s responsive
behaviors. Baseline motions such as breathing, blinking, and
subtle eye movements will remain active in all conditions to
sustain realism. Conversations will alternate between speaking
and listening phases, signaled by a brief auditory cue. In
speaking phases, the VH will deliver GPT-40—driven responses
with context-appropriate co-speech gestures and synchronized
speech. In listening phases, the VH will perform nonverbal
behaviors according to the assigned experimental condition.

The detected gestures will include head shakes, nods, and
tilts (left/right) in the head region, as well as torso leans
(in/back), shoulder shrugs, and hand-to-chin or hand-to-chest
touches in the body region. These gestures will be motion-
captured to ensure smooth and natural animation when dis-
played by the virtual human.

F. Measures

Outcomes will be assessed at three levels (see Figure 1
for an overview). For emotion regulation, participants will
complete brief affect ratings immediately before and after
each block using the PANAS short form and will provide
appraisals of the interaction using items adapted from the
Geneva appraisal framework [28]. For bonding, participants
will report perceived closeness using the Inclusion of Other
in the Self (I0S) scale [29], as well as likeability [30], per-
ceived partner responsiveness, and overall interaction quality
after each condition. To capture behavior, video-based pose
tracking will yield movement time series from which we will
compute indices of mimicry and synchrony (e.g., windowed
cross-correlations, gesture-match counts, and lag distributions)
aligned to speaking and listening phases. A brief manipulation
check will probe the extent to which the VH’s movement was
perceived to be similar to one’s own movement, and the extent
to which the VH appeared to be moving in general during the
interaction [31]. In addition, background questionnaires will
index individual differences relevant to interpersonal emotion
processing, including alexithymia (TAS-20) [32], empathy
(IRI) [33], and susceptibility to emotional contagion [34].

G. Procedure

After providing informed consent, participants will com-
plete background questionnaires and receive instructions about
the structure of the conversational task. They will then engage
in four conversation blocks, one per condition, with topics
counterbalanced across blocks to minimize topic—condition
confounds. Before and after each block, participants will
complete questionnaires that capture emotion regulation and
bonding outcomes (see Figure 1 for an overview). The full
session is expected to last approximately forty-five minutes.

H. Data Processing

Video streams will be processed to extract pose trajectories
for the defined movement regions. These trajectories will be

segmented by role (participant speaking vs. VH speaking) and
by condition, then preprocessed to ensure temporal alignment
with the auditory cues marking turns. From these time series,
we will derive complementary metrics of nonverbal coordi-
nation. Synchrony will be quantified using windowed cross-
correlations with near zero lag to estimate temporal alignment,
whereas mimicry will be indexed by form similarity and
gesture matches within lag windows characteristic of delayed
copying (3-5 seconds). Questionnaire scales will be scored per
their published keys.

1. Statistical Analysis

Primary analyses will use linear mixed-effects models with
Mimicry, Synchrony, and their interaction as predictors for
emotional coregulation and bonding outcomes (such as affect,
appraisal, closeness and responsiveness), while controlling for
topic, condition order and baseline values. Random inter-
cepts will be included for participants, with random slopes
added when possible to capture individual differences. To test
whether participants’ nonverbal responses during the VH’s
speaking phases explain the link between the manipulations
and outcomes such as bonding and emotion regulation, we
will use multilevel mediation. Results will be reported as
standardized estimates with 95% confidence intervals, and
false discovery rate procedures will be used to adjust for
multiple comparisons.

IV. CONCLUSION

This paper outlines a methodological framework for disen-
tangling the roles of mimicry and synchrony in human—agent
interaction. By leveraging virtual humans to independently
manipulate nonverbal coordination in terms of movement
timing and form during emotional conversations, the planned
study seeks to clarify how these two factors independently
contribute to emotional coregulation and bonding. Once com-
pleted, the study is expected to make two main contributions.
First, it will provide empirical evidence on the distinct and
joint effects of mimicry and synchrony, advancing theoret-
ical understanding of how nonverbal coordination supports
emotional and relational processes in humans. Second, it will
develop practical design principles for creating virtual humans
with natural and effective nonverbal behavior, advancing their
use in mental health support and companion technologies.
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